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Abstract— Air quality has become a big concern as the 

quality is reducing exponentially. PM2.5 particle size is directly 

linked to their potential for causing health problems. There are 

many IoT devices such as the PM2.5 sensor that connects to the 

internet and make people aware of the problem. From such 

devices, there are lots of data generated every second and in 

multiple locations which contribute to Big Data. With Big Data 

there are lots of challenges from storing to processing it. Hence, 

Apache Kylin was used to overcome the challenges of big data 

processing. For the dashboard display of the air quality data 

from the sensor, we connect Kylin and Tableau with 

JDBC/ODBC driver. The proposed system mostly deals with 

Online Analytical Processing (OLAP) on the Hadoop platform 

using Apache Kylin. Kylin creates OLAP cubes from the data in 

the hive and stores the cubes in HBase for analysis. As we 

implemented, we had some problems with Tableau and Kylin 

getting to connect since JDBC drivers were not compatible and 

for ODBC we had to contact the vendor. In the end, we have 

implemented the REST API to connect to Kylin and get the 

required data. Therefore, we developed a web app with Spring 

Boot which will show all the required details related to air 

quality, and accordingly, people can take preventive measures. 

Solving big data issues was a big challenge, so in our 

application, we have only used PM2.5 as a factor to indicate the 

air quality of the given location. This has made the scope of 

application less significant. Some gaps can be fulfilled by 

extending this application in the future. But still, we believe that 

our system will provide some convenient information to the 

users, making people conscious about the quality of air. 

 
Index Terms— Apache Kylin, Big Data, HBase, IoT, OLAP, 

REST API, Tableau.  

 

I. INTRODUCTION 

The airborne PM2.5 has returned to become a serious issue 

since the start of 2020. The thickening smog, exceeding the 

standard safe level, prompted the Thai government to 

approve measures to prevent and address it on January 21, 

2020 [10]. PM2.5 comes primarily from combustion - 

fireplaces, car engines, and coal or natural gas-fired power 

plants are all major PM2.5 sources. Fine particulate matter 
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(PM2.5) is an air pollutant that is a concern for people's health 

when levels in the air are high. PM2.5 are tiny particles in the 

air that reduce visibility and cause the air to appear hazy when 

levels are elevated [2]. To measure this level in the air, sensor 

PM2.5 (PM2.5 refers to particles that are 2.5 microns or 

smaller in diameter) can be placed at different places where 

there are chances of such issues. This sensor uses laser 

scattering to radiate suspending particles in the air, then 

collects scattering light to obtain the curve of scattering light 

change with time.  

In this contemporary environment, air pollution or air quality 

has become a big concern as the quality is degrading 

exponentially. One of which is the PM2.5 crisis where the 

size of particles is directly linked to their potential for causing 

health problems. Fine particles (PM2.5) pose the greatest 

health risk [2]. These fine particles can get deep into the 

lungs, and some may even get into the bloodstream. Exposure 

to these particles can affect a person's lungs and heart. On a 

very clear and non-hazy day, the PM2.5 concentration can be 

as low as 5 μg/m3 or below. But the PM2.5 is considered 

unhealthy when it rises above 35.4 μg/m3.  

There are many IoT devices such as the PM2.5 sensor that 

connects to the internet and make people aware of the 

problem. From such devices, there are lots of data generated 

every second and in multiple locations which contribute to 

Big Data. There are three major challenges with Big Data [9] 

namely storing a huge amount of data, storing a variety of 

data, and faster processing of those data. Hence, Apache 

Kylin was used to overcome the challenges of Big Data, and 

for visualization of the air quality data from the sensor, we 

use Apache Kylin and Tableau connected with JDBC/ODBC 

driver. The proposed system mostly deals with Online 

Analytical Processing (OLAP) on the Hadoop platform using 

Apache Kylin. Kylin is an OLAP engine that builds OLAP 

cubes from the data present in the hive and stores the cubes in 

HBase for further analysis. The cubes stored in HBase are 

analyzed by firing SQL-like analytics queries. Also, reports 

and dashboards are further generated by querying the 

underlying cubes that provide powerful insights into the data 

[7]. 

Air Quality is a big question in these times and to reduce air 

pollution, we are looking forward to making an air quality 

monitoring system. This system will be taking the data from 

sensors such as PM2.5. This web application is using Hadoop 

and Apache Kylin as a backend to hold a huge amount of data 

generated from sensors, and they will be processed with BI 

tools and different important insights are visualized using an 

interactive dashboard. As of now, the Java Spring Boot 

framework is used to develop the system. Our motive for this 
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work is to analyze the air quality data from the sensor and 

give a clear vision in a way of a dashboard. Therefore, we 

have developed a web app which will show all the required 

details related to air quality and accordingly people can take 

preventive measures. For this, we will receive sensor data 

from nodes or stations with different types of data such as text 

value and number and process using Big Data Tool. 

 

 
Figure 1 System Architecture Design 

 

II. RELATED WORK 

Apache Kylin is an open-source steam engine created to offer 

a SQL interface and multi-dimensional analysis on Hadoop 

supporting extremely large datasets. In addition, it integrates 

with BI tools via ODBC driver, JDBC driver, and REST API. 

It was established by eBay in 2014, progressed to Top-Level 

Project of Apache Software Foundation just one year later, in 

2015, and won the Best Open-Source Big Data Tool in 2015 

as well as in 2016 [1]. 

Currently, it is being used by thousands of companies 

worldwide as their critical analytics application for Big Data. 

While other OLAP engines struggle with the data volume, 

Kylin enables query responses in milliseconds [1]. It provides 

sub-second level query latency over datasets scaling to 

petabytes. It gets its amazing speed by precomputing the 

various dimensional combinations and the measure 

aggregates via Hive queries and populating HBase with the 

results. Apache Kylin lets us query billions of rows at 

sub-second latency in 3 steps by [3] identifying a 

Star/Snowflake Schema on Hadoop, building Cube from the 

identified tables, and query and gets outcomes in sub-second, 

via ODBC, JDBC, or RESTful API. 

Kylin is centered on the bulk synchronization processing 

(BSP) model to process graph data. Although Kylin is also 

based on the BSP model, its implementation strategy and 

optimization techniques distinguish Kylin from other existing 

systems. [5] highly optimize the BSP engine in Kylin to 

achieve better performance, in terms of data partitioning, 

message passing, and memory management. 

Now, instead of going on to Apache Kylin, we should 

understand Big Data, which led to the development of 

Hadoop and then to Apache Kylin. IoT [4] connects the 

physical device to the internet and makes it smarter. Now, we 

have intelligent air conditioners, televisions, etc. Our 

intelligent air conditioner continuously monitors our room 

temperature and accordingly determines what should be the 

temperature of the room. Now guess how much data would be 

generated by smart air conditioners installed in tens & 

thousands of houses. By this, we can understand how IoT is 

contributing a major share to Big Data. 

There were three major challenges with Big Data [9] as the 

first challenge is storing a massive amount of data. Storing 

massive data in a traditional system is not possible. The 

reason is obvious, the storage will be limited to one system 

and the data is increasing at an enormous rate. The second 

challenge is storing heterogeneous data. The data is not only 

massive, but it also appears in numerous formats. So, we need 

to make sure that we have a system to store various types of 

data that are produced from various sources. Lastly, the third 

challenge, which is the processing speed. Now the time taken 

to process this vast amount of data is extremely high as the 

data to be managed is too large. 

To solve the storage problem and processing concern in [8] 

two core components were created in Hadoop HDFS 

(Hadoop Distributed File System) and YARN (Yet Another 

Resource Negotiator). HDFS solves the storage problem as it 

stores the data in a distributed manner and is effortlessly 

scalable. And YARN solves the processing concern by 

lowering the processing time significantly. While setting up 

Hadoop, we have a choice of selecting a lot of services as part 

of the Hadoop program, but two services are always 

compulsory for setting up Hadoop. One is HDFS (for storage) 

and the other is YARN (for processing). 

The steps in [6] and in figure 2 show by what means Kylin 

gets the data and saves the results. First, sync the input source 

table. In best cases, it reads data from Hive, next it runs 

map-reduce / spark jobs to pre-calculate and create each level 

of cuboids with all possible combinations of dimensions and 

determine all the metrics at different levels. Ultimately, it 

stores cube data (aggregated result) in HBase where the 

dimensions are row keys and measures are column families. 

After aggregated data is ready, we can integrate with popular 

BI tools, such as Tableau or Superset, or connect with JDBC 

from our code. 

 

 
Figure 2 Apache Kylin – Architecture 

 

There has been a lot of study on Hadoop as an option for data 
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warehousing. Only storing the data in the data warehouse is 

not profitable to the business until the main data is evaluated 

to gain business visions. Online Analytical Processing 

(OLAP) is a method to answer multi-dimensional analytical 

queries quickly and provides support for decision-making 

and intuitive result views for queries [7]. There is a need to 

design a system for solving the challenges of computing 

OLAP data cubes over Big Data. In paper [7] proposed a 

system that overcomes some critical problems faced by 

conventional data warehousing and OLAP. The proposed 

system is beneficial to businesses in many scenarios, to help 

them make sensible and profitable decisions for their 

business. 

III. METHODOLOGY 

For developing the system, software lifecycle activities were 

considered with a set of activities and their relationships to 

each other to support the development of a software system. 

With the design, we implemented mapping models to java 

code and mapping models to a relational schema. As in paper 

[11], we followed the UML methodology, which has 

enhanced the process of understanding the system and 

architecture’s design to be robust to control concurrency. 

 

 
Figure 3 Software Lifecycle Activities 

 

A. Functional Requirements 

1) Visualization Module 

The end-users should be able to see an interactive dashboard 

of air quality monitoring with different forecasts and insights. 

The system should be able to stream real-time data from 

different nodes and stations. 

2) System Admin Module 

The admin should be able to log in, log out to the system and 

modify the system parameters, and toggle dashboard controls. 

The admin should be able to register new sensors and manage 

the sensors in the system. The admin should be able to 

generate reports of specific periods and export those in 

various formats. 

3) Data Collection Module 

Data will be extracted from sensors and stored in Hadoop 

which is acting as a data warehouse using Hive. Kylin does 

aggregation functions on the cube (HBase) and provides the 

required parameters to the system. 

B. Non-functional Requirements 

We have focused on the application domain and solution 

domain which we must implement. With that focus we have 

the following design goal: 

1) High Performance 

The system should handle concurrent or multiple information 

from sensors that are placed at different locations in 

real-time. Large numbers of data collected from the sensor 

should be displayed on the responsive web application and 

we need to focus on concurrency and response time.  

2) High Reliability 

Reliability is one of the key attributes of the system. Back-ups 

will be made regularly so that restoration with minimal data 

loss is possible in the event of unforeseen events. For 

example, the system should be able to restore backward data 

of 24 hours (maximum 3 Days) within 30 minutes as a 

recovery function. 

3) Portability 

The system will run on multiple computers with different 

browsers. As it is a web application, mobile phone web 

browsers can also access the application. The web app should 

be responsive. 

4) Usability 

Once the system is deployed, the maintenance of the system 

including tasks such as monitoring the system, repairing 

problems that arise, updating or upgrading software 

components, should be easy to be sufficiently performed by 

any person with a basic understanding of the dashboard 

system. The web app should be easy to operate by users with a 

certain navigation menu or option and no need for a user 

manual. 

Based on the functional requirement and non-functional 

requirements, we have system models and dynamic models 

where it presents a list of the fundamental sequence diagrams 

and use-cases that satisfy the system’s requirements. The 

purpose is to provide an alternative, "structural" view of the 

requirements stated above and how they might be satisfied in 

the system. 

 

 
Figure 4 Use case diagram 

 

The Air Quality Monitoring System will take the data from 

sensors such as PM2.5. This web application will be using 
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Hadoop and Apache Kylin as a backend to hold a huge 

amount of data from sensors, and they are processed with BI 

tools and different important insights are visualized using an 

interactive dashboard. Therefore, figure 5 will show the 

system architecture that is used to implement. 

 

 
Figure 5 System Architecture 

 

IV. RESULTS 

The air quality monitoring system is a web-based system that 

visualizes details about PM2.5 to show users the condition of 

air quality at various locations. It is a user-friendly 

application allowing the user to interact with the application 

naturally and intuitively. Air Quality Monitoring system can 

be used by any users who wish to know about the quality of 

air of the location within the premises of various provinces. 

There are two users: Admin and Visitors. These users have 

their accesses based on their privileges (Website privileges 

based on access control shown in table 1). 

Access control and security of the system  

Only admin login is required for the setup of the parameters 

and another dashboard page is available to everyone who 

visits the website. The dashboard will be accessed by all the 

users who visit the website. Although the system settings will 

only be accessed by the admin. Admin can set the parameters 

for the dashboard. If the normal user tries to access through 

login they will not be until they have admin rights (have used 

the spring security). Admin needs the authentication with 

username and password to access and control the system. 

 
Table 1 Access Matrix 

 
 

For Visitors 

Users have the privilege to visit the system without 

registration /login. Users can simply go to the site URL 

making a session to view the website and its contents. The 

webpage included a dashboard that contains a descriptive 

overview of PM2.5 and its intensity in various locations. 

The application contains a dashboard that includes a Map 

view containing the value of PM2.5 of various locations with 

various colors used to represent the danger level of PM2.5. 

Here Green indicates it is a safe zone, yellow means good, 

orange means moderate and red means it is getting worse. 

The average value of PM2.5 in various provinces is based on 

available data and stations. The bar graph shows the most 

polluted provinces based on the values of PM2.5. Bar graph 

showing values of least polluted provinces based on the 

values of PM2.5. 

 

 
Figure 6 Dashboard view for visitors or Home Page of application 

 

For Admin 

This system provides more privileges to Admin making it 

easy for admin to handle the web application. Admin can 

simply go on the URL and log in with the credentials. Upon 

login, the admin will be redirected to the admin Homepage. 

The homepage of the admin contains a dashboard similar to 

visitors. In addition to this, there are some menu options 

inside the navigation bar. 

 
Figure 7 Login page for admin 
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Figure 8 Homepage for Admin 

 

Admin can see various menus on the left navigation bar. The 

dashboard is like the visitor that contains all the features 

mentioned above. Sensors are for sensor management where 

the admin can edit, disable, or delete sensors as per the need. 

For now, the admin can start and stop the server as per the 

need. 

Reports are basically about generating necessary reports 

based on the available information.  It may contain forms 

fields like Title of Report, Descriptive Content, Export File 

Format, select sensor option, date, and generate submit 

button. For now, we have the option to export CSV files. 

Profile allows the admin to update the information about the 

admin like picture, name, email, job description, etc. 

Parameter Update allows admin to modify dashboard tiles, 

dashboard layout, manage data and data source with an 

available menu like Enable/Disable Dashboard Tiles, Modify 

Dashboard Layout, Manage Data Sources, and Data 

Backup/Restore. Logout menu simply makes admin log out 

from the admin web page and redirect to the visitor page. 

V. TESTING 

The application testing applied to our system (AQMS) for 

concurrent programs is the main challenge, as handling 

multiple concurrent transactions and real-time information 

updates must be addressed properly. Considering the 

relevance of concurrent programs testing, several research 

have been conducted in this area, especially involving 

adaptation of the techniques and criteria applied in sequential 

programs. The objective of concurrent programming is to 

increase application performance, allowing better use of 

available resources. A concurrent application consists of 

several processes that interact to solve a problem, reducing 

the computational time in several application domains. For 

this testing, we are concerned about putting our application 

into load testing, to prove that the desired qualities are 

satisfied.  

A. Test multiple access using JMeter 

We configured 5000 threads in 2 loops, making it 10000 

threads or users access the web app. Our application was 

competent to handle the multiple access over 10000 and we 

tested till 400000. 

 

 
Figure 9 Result of multiple user access 

 

B. Test Concurrent access 

We configured 1000 group threads in 1 second, creating 

concurrent threads or users access the web app. Our 

application was able to manage more than 1000 concurrent 

access. 

 

 
Figure 10 . Result of concurrent user access 

 

C. Automation Test using Robot Framework. 

Robot Framework is a test automation framework that is 

Python-based. This framework supports writing an 

object-page model in keyword-driven methodology. Robot 

Framework allows users to write their test cases without 

programming knowledge. We test Robot with simple web 

app access by writing the script in VS Code with robot file 

extension and running it will show our test case pass or fail. 

In addition to this, it has very descriptive logs including 

complete debugging capabilities through readable logs. The 

following figure shows the test case implemented in the robot 

framework where the test data is in a simple and easy-to-edit 

format. When Robot Framework is started, it processes the 

test data, executes test cases, and generates logs and reports. 

The test case for checking automation is the user will open 

website, then login into the system as an administrator, click 

and open some options and Start/Stop service to pull sensor 

data, then logout from the system and at the end close the 

browser after checking or monitoring the air quality. 
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Figure 11 Test case for login and start/stop service 

 

Once we have the test case, then we can run the test and check 

the test pass or fail. The figure given below shows that all the 

test cases created were passed and the automation worked 

perfectly for that scenario.  

Robot Framework provides good support for external 

libraries, tools that are open source and can be used for 

automation. The most popular library used for web 

development and UI testing is Selenium which works 

together with Robot Framework. After the test is performed, 

it generates output, log, and report files to check the output in 

detail and if there are any fail cases in the test then a 

screenshot is also generated to know from where the test 

failed. 

 

 
Figure 12 Result of test case in VScode 

 

For more details on system testing report, design document, 

user guide to follow or gain experiences of the system and 

system documentation for installation and configuration you 

can follow the link given below: 

https://github.com/Younten-Tshering/Projects_and_related_

works/tree/main/PM2.5%20Monitoring%20System/Related

%20Documents/Final%20Report%20Document  

VI. DISCUSSION 

For the project, we have used two ways to visualize our data, 

one way was Tableau and Kylin connecting with the JDBC 

driver which had some compatibility issues at the end and for 

ODBC we had to contact the vendor. Since we knew the cube 

structure and table format, we made the same format in the 

MySQL database so that we can test the visualization and 

show the Tableau connection. The data in the database was 

also fetched using the python script on a real-time basis 

(hourly from API). For testing purposes, we have used JMeter 

and Robot framework to show high performance and 

usability. 

Figure 13 represents our system, subsystems, their 

interconnections, and workflow. Whenever a client calls 

sensors data sources via API, it receives the sensor’s station 

data as a response to the call. This retrieved data is stored in 

the internal RDBMS of the client itself.  Since the data is 

usually huge as sensors data are updated on an hourly basis, 

this data is stored in HIVE. Our system checks for new 

updated data and updates in the HIVE table are made 

accordingly. Then comes the Kylin that builds a cube from 

the data in the hive table. Cubes are formed based on various 

dimensions present in the table. Working in Kylin makes data 

processing fast and easy to analyze.  

Once the Kylin forms the cubes then these cubes can be 

further used by the tableau tool which is used for data 

visualization and data analysis. Kylin ODBC drivers that 

work as a connector between Kylin and Tableau and via this 

driver, Tableau gets live data from Kylin. In the tableau, data 

analysis and data visualization are performed. Our system is 

for the air quality monitoring system, so it creates a 

visualization that is based on the PM2.5 value of different 

locations. The visualization output of the Tableau tool is 

embedded into the web application that is developed using 

Spring Boot in Java. Whenever a client uses the web 

application entering the URL, the mentioned process takes 

place, and the application displays the dashboard as output in 

the webpage. 

 

 

 
Figure 13 . Initial System Service details diagram which did not work 

because of lack of driver 

https://github.com/Younten-Tshering/Projects_and_related_works/tree/main/PM2.5%20Monitoring%20System/Related%20Documents/Final%20Report%20Document
https://github.com/Younten-Tshering/Projects_and_related_works/tree/main/PM2.5%20Monitoring%20System/Related%20Documents/Final%20Report%20Document
https://github.com/Younten-Tshering/Projects_and_related_works/tree/main/PM2.5%20Monitoring%20System/Related%20Documents/Final%20Report%20Document
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Figure 14 Final System Service details diagram 

 

For the project, we have implemented the idea as shown in 

the architecture or Kylin workflow in [1] where we first fetch 

the data from the sensor through our python script. We then 

take the CSV file or SQL file into Hive (Hadoop) and we can 

see how many rows are there. After this, we have our Kylin 

server which we must sync with the model and create a cube 

or refresh if we have the earlier one saved in HBase. To 

visualized data, there are two ways as follows: 

 

1) BI tools: Tableau  

For this, we must connect Kylin and Tableau with 

JDBC/ODBC driver. 

2) Third-Party App 

For this, we must use the REST API to connect. 

 

We have used both ways since we had some problems with 

Tableau and Kylin getting to connect since JDBC drivers 

were not compatible and for ODBC we had to contact the 

vendor. In the end, we have implemented the REST API to 

connect with our app and get the required data. 

VII. CONCLUSION 

Poor air quality has become a serious hazard to human health 

these days. People must be made aware of this condition via 

any channel. So, we have come up with a web application for 

addressing air quality issues. The motive of this application is 

to present the recent scenario of the air quality based on 

PM2.5 of various locations. This system uses the actual data 

from various sensors located in different areas and based on 

the data obtained, it visualizes the condition of air quality 

level as a dashboard in the web application. This application 

is supposed to address the unhealthy situation of air. Such 

information can be used by anyone, even non-tech knowledge 

people, without the need for any registration allowing all 

concerned people to take precautions for their health. We 

expect this system to be user-friendly and useful to all the 

concerned users. 

The Air Quality Problem is diverse. Many factors are 

recognized or yet to be recognized. In our application, we 

have only used PM2.5 as a factor to indicate the quality of the 

air in a given location. This has made the scope of application 

smaller. Some gaps can be fulfilled by extending this 

application in the future. We hope to consider other factors 

like other air pollutant gases SO2, CO, CO2, wind speed, and 

direction as well as trying to cover more geographical areas 

with more sensors and data. But still, we believe that our 

system will provide some convenient information to the 

users, making people conscious about the quality of air. 

GLOSSARY 

Here are some domain terms we are using: 

• Framework serves as a foundation for programming that 

acts as a platform for developing software. 

• Concurrency is the tendency for things to happen at the 

same time in a system. Concurrency is when multiple 

sequences of operations are run in overlapping periods of 

time. 

• Coherence defines the degree to which the elements of a 

module belong together. Thus, cohesion measures the 

strength of relationships between pieces of functionality 

within a given module 

• APIs stands for Application Programming Interface and 

is defined as a set of programming code that enables data 

transmission between one software product and another. An 

API is a way to programmatically interact with a separate 

software component or resource 

• Dashboard is an information management tool that 

visually tracks, analyzes and displays key performance 

indicators (KPI), metrics and key data points to monitor the 

health of a business, department or specific process. 

• Data Warehouse: a data warehouse (DW or DWH), also 

known as an enterprise data warehouse (EDW), is a system 

used for reporting and data analysis.  

• Business Intelligence: Business intelligence (BI) is the 

set of techniques and tools for the transformation of raw data 

into meaningful and useful information for business analysis 

purposes.  

• OLAP Cube: an OLAP cube is an array of data 

understood in terms of its 0 or more dimensions.  

• Dimension: A dimension is a structure that categorizes 

facts and measures in order to enable users to answer business 

questions. Commonly used dimensions are people, products, 

place and time. 
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