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Abstract—Classification is a central problem in the fields of data mining and machine learning. Using a training set of labelled instances, the task is to build a model (classifier) that can be used to predict the class of new unlabelled instances. Data preparation is crucial to the data mining process, and its focus is to improve the fitness of the training data for the learning algorithms to produce more effective classifiers. Searching for the frequent pattern within a specific sequence has become a much needed task in the various sector. Most recent works are based on Apriori algorithm, GSP, MacroVspan etc. techniques. However, frequent pattern mining can be made more efficient. Two widely applied data preparation methods are feature selection and instance selection, which fall under the umbrella of data reduction.

Feature selection is selecting a subset of optimal features. Feature selection is being used in high dimensional data reduction and it is being used in several applications like medical, image processing, text mining, etc. Several methods were introduced for unsupervised feature selection. Among those methods some are based on filter approach and some are based on wrapper approach. In the existing work, unsupervised feature selection methods using Genetic Algorithm, Bat Algorithm and Ant Colony Optimization have been introduced. These methods yield better performance for unsupervised feature selection. We will use a novel method to select subset of features from unlabeled data using binary bat algorithm with sum of squared error as the fitness function.

Index Terms—frequent pattern; Pattern Indexing; HashMap; ASCII Byte-encoding, unsupervised feature selection, Binary bat algorithm, K –means, Ant Colony Optimization (ACO), Data Mining, Classification, Data Reduction, Instance Selection.

I. INTRODUCTION

In most of the applications we often have a very large number of features that can be used. Feature selection is a process of selecting subset of features available from large set of data [1]. The best subset of features contains least number of dimensions that contribute to the accuracy of the model by removing irrelevant and redundant features. Feature selection is used to avoid curse of dimensionality and to reduce computational burden.

Feature selection in supervised learning can be done easily since we know the class label in supervised learning it’s easy for us to decide which feature we want to keep based on the class label. But class label is not present in unsupervised feature selection. Our paper gives a solution to this problem by using binary bat optimization algorithm for feature selection.

II. SYSTEM ARCHITECTURE

Data mining is the process of extracting insightful knowledge from large quantities of data either in an automated or a semi-automated fashion. Evolutionary data mining, or genetic data mining is an umbrella term for any data mining using evolutionary algorithms.

Evolutionary algorithms work by trying to emulate natural evolution. First, a random series of “rules” are set on the training dataset, which try to generalize the data into formulas. The rules are checked, and the ones that fit the data best are kept, the rules that do not fit the data are discarded. The rules that were kept are then mutated, and multiplied to create new rules. This process iterates as necessary in order to produce a rule that matches the dataset as closely as possible. When this rule is obtained, it is then checked against the test dataset. If the rule still matches the data, then the rule is valid and is kept. If it does not match the data, then it is discarded and the process begins by selecting random rules again.

Module 1: Database

Before database can be mined for data using evolutionary algorithms, it first has to be cleaned, which means incomplete, noisy or inconsistent data should be repaired. It is imperative that this be done before the mining takes place, as it will help the algorithms produce more accurate results.

If data comes from more than one database, they can be integrated, or combined, at this point. When dealing with large datasets, it might be beneficial to also reduce the amount of data being handled. One common method of data reduction works by getting a normalized sample of data from...
the database, resulting in much faster, yet statistically equivalent results.

Candidate solutions to the optimization problem play the role of individuals in a population, and the fitness function determines the quality of the solutions. Evolution of the population then takes place after the repeated application of the above operators. There are three main evolutionary algorithms:

A. Genetic Algorithm

Genetic algorithm belongs to the larger class of evolutionary algorithms. Genetic algorithms provide a comprehensive search methodology for machine learning and optimization. Searching for the frequent pattern within a specific genetic sequence has become a much needed task in the bioinformatics sector. We develop an algorithm where the subsequent nucleotide sequences of a given size (a multiple of 4 in this case, e.g., 4, 8, 12, 16 etc.) can be identified within a particular DNA sequence using an assigned numerical value. We’ll also store their repetition count in a memory efficient manner by using ASCII byte-encoding, and the most repeating sequence(s) of the given length will be provided as output.

Frequent pattern matching and data mining for DNA/protein sequence analysis is being considered remarkable among the researchers. Normally data sequences are very large but in case of DNA sequence only A,C,T,G makes a nucleotide and so it is very natural that numerous combinations and permutations of A,C,T and G’s will be repeated many times. Thus, the importance of recognizing the correct DNA sequence pattern is easily understandable.

There are a lot of aspects in DNA sequence that needs to be discovered for proper analysis. Reasons and causes of all diseases can be found if the data are properly analyzed and sorted. Analyzing the sequence we can find similarities and links between two sequences and it is possible to modify them accordingly. Regarding frequent pattern matching many works have been done and many works are still ongoing. However efficiently processing the vast volume of data, finding the proper sequence and important patterns are still major challenges in this field.

Module 2 : Preprocessing

Data preprocessing is a data mining technique that involves transforming raw data into an understandable format. Real-world data is often incomplete, inconsistent, and/or lacking in certain behaviors or trends, and is likely to contain many errors. Data preprocessing is a proven method of resolving such issues. Data preprocessing prepares raw data for further processing.

Module 3 : Evolutionary Algorithms

In artificial intelligence, an evolutionary algorithm (EA) is a subset of evolutionary computation, population based metaheuristic optimization algorithm. An EA uses mechanisms inspired by biological evolution, such as reproduction, mutation and selection.

Fig.1.System Architecture

At this point, the data is split into two equal but mutually exclusive elements, a test and a training dataset. The training dataset will be used to let rules evolve which match it closely. The test dataset will then either confirm or deny these rules.

Fig.2.Block Diagram of Genetic Algorithm
Unique Pattern Indexing:
Unique Pattern Indexing Algorithm indexes each unique pattern and puts it into a Hash Map. This technique will simply format the input text file with DNA sequence of a sample species and then encode it using numerical values.

<table>
<thead>
<tr>
<th>ID</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>AGCT</td>
</tr>
<tr>
<td>2</td>
<td>ACGT</td>
</tr>
<tr>
<td>3</td>
<td>AACT</td>
</tr>
<tr>
<td>4</td>
<td>TGAA</td>
</tr>
<tr>
<td>5</td>
<td>TAGC</td>
</tr>
<tr>
<td>6</td>
<td>CATA</td>
</tr>
<tr>
<td>255</td>
<td>CCCT</td>
</tr>
<tr>
<td>256</td>
<td>AAAAA</td>
</tr>
</tbody>
</table>

TABLE I. UNIQUE PATTERN INDEX

Pattern Indexing Table

Sample Dataset:
In order to build the initial database, we need some sample DNA sequences. The sample dataset are obtained from NCBI database and are of different lengths. This gives us a realistic simulation given the dataset are all obtained from different species of bacteria and viruses. This algorithm can be modified quite easily for nucleotides of other varying lengths, e.g. 3, 6, 9, 12 etc. In order to do so, we just have to change how Segment_size increments in the first algorithm.

Segment_size = i * n

A. Bat Algorithm

Feature selection is selecting a subset of optimal features. Feature selection is being used in high dimensional data reduction and it is being used in several applications like medical, image processing, text mining, etc. In this technique we proposed a novel method to select subset of features from unlabeled data using binary bat algorithm. Bat algorithm is an optimization algorithm developed in 2010. This Bat Algorithm is based on echolocation behaviour (location of objects by reflected sound) of micro bats with varying pulse rate of emission and loudness.

Velocity Vector:
The velocity can be updated using the following equation:

\[ V_i(t+1) = V_i(t) + (X_i(t) - Gbest) F_i \]

where

- \( V_i \) = velocity of \( i \)th bat
- \( F_i \) = frequency
- \( X_i \) = position

Frequency Vector:
The frequency of bat can be updated following equation:

\[ F_i = F_{min} + (F_{max} - F_{min}) \beta \]

where

- \( F_{min} \) = minimum frequency
- \( F_{max} \) = maximum frequency

Proposed Method:
We use binary bat algorithm along with K-means clustering algorithm for feature selection. Initially the number of bats is set as half of the number of attributes in the dataset. The features with 1’s are selected features and 0’s are unselected features in our encoding scheme. The selected features are given to simple K-means clustering algorithm. The sum of squared error in K-means algorithm is used as the fitness function. Features with 1’s in the final Gbest are considered as the best solution.

Sum of Squad Errors:

\[ SSE = \sum_{i=1}^{k} \sum_{x \in C_i} dist^2(m_i, x) \]

Experimental Results:
Recently many powerful methods for global optimizations are derived from the behavior of biological system. The features that gives highest classification accuracy is said to be the best features. The proposed method gives higher accuracy of 95.30% results for SVM GUIDE1. Figures compares the accuracy of dataset by BBA with OPF, FA, GSA, HS, and PSO against BBA with k-means. This features of Splice dataset by BBA with k-means gives highest accuracy of 76.11%. This figure gives the result for ionosphere with highest accuracy of BA with k-means of 85.75%

A. Ant Colony Algorithm

Ant colony optimization (ACO) is a meta-heuristic inspired by the behaviour of real ants in finding the shortest route between two locations. We introduce ADR-Miner, a novel data reduction algorithm that utilizes ant colony optimization (ACO).
ACO has been successful in solving several types of optimization problems, in particular combinatorial optimization problems, as well as data mining problems. It is inspired mainly by the foraging behaviour observed in ant colonies to find the shortest path between a food source and the nest. In essence, the search space of a given problem is first transformed into a graph of solution components, whereby a combination of these components would present a valid candidate solution to that problem.

A population of ants then navigates this graph, selecting decision components to add to their path chosen throughout the graph in an attempt to build a candidate solution. Classically applied to combinatorial optimization problems, ACO has also been successful in tackling classification problems. Ant-Miner is the first ant-based classification algorithm, which discovers a list of classification rules.

As alluded to earlier, our algorithm adapts an ACO algorithm to perform data reduction with an emphasis on improving a classifier’s predictive effectiveness. Adapting the ACO algorithm to perform data reduction involved a number of steps:

I. Construction graph.

II. Defining the overall meta-heuristic data.

III. Defining how an ant constructs a candidate solution.

IV. Defining the mechanics of evaluating the quality of such solutions and updating the pheromone trails.

Data Reduction:

As mentioned earlier, data reduction is a vital pre-processing task for classification and its significance lies in that it removes noisy, outlier and other instances from the training data set. In addition to improving accuracy, it also reduces the size of the training set before it is presented to the machine learning algorithm. For lazy-learning algorithms, such as nearest neighbour(s), the reduced data set decreases the time needed for arriving at the class of a new instance in question.

III. CONCLUSION

This research ultimately contributes to the comprehensive choices of techniques and algorithms to be used for Information Retrieval System. A totally new approach to the Information Retrieval has been laid forward by comparing various algorithms. A brief comparison of Evolutionary algorithms like Genetic Algorithm, Bat Algorithm and Ant Colony optimization that proves Bat Algorithm can be better for effective and promising results. At the later stage Clustering techniques of totally different methodology and mechanism were examined with same data set; the very next output of clusters was treated for Information Retrieval to get better conclusions over the techniques and variety of approach combinations carried out throughout the study. All the clustering approaches like K-means clustering, Fuzzy clustering and the Hierarchical clustering gave different output for cluster plots. Thus, the overall study led to a better, effective, efficient, reliable, relevant and excellent Information System which can be user friendly and applied anywhere on textual datasets for ease of data handling, management and access through retrieval. In near future same system will be examined with various datasets for more confident solutions and conclusions.
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